**DSA0402 - Fundamentals of Data Science - Lab Questions**

**4. Scenario:** You are working on a project that involves analyzing the sales performance of a company over the past four quarters. The quarterly sales data is stored in a NumPy array named sales\_data, where each element represents the sales amount for a specific quarter. Your task is to calculate the total sales for the year and determine the percentage increase in sales from the first quarter to the fourth quarter.

**Question:** Using NumPy arrays and arithmetic operations calculate the total sales for the year and determine the percentage increase in sales from the first quarter to the fourth quarter?

Program:

import numpy as np

sales\_data = np.array([10000, 12000, 15000, 18000])

total\_sales\_year = np.sum(sales\_data)

increase\_percentage = ((sales\_data[3] - sales\_data[0]) / sales\_data[0]) \* 100

print(f"Total sales for the year: {total\_sales\_year}")

print(f"Percentage increase from Q1 to Q4: {increase\_percentage:.2f}%")

11. **Scenario :** You are a data scientist working for a company that sells products online. You have been tasked with creating a simple plot to show the sales of a product over time.

**Question:**

1. Write code to create a simple line plot in Python using Matplotlib to predict sales happened in a month?
2. Write code to create a scatter plot in Python using Matplotlib to predict sales happened in a month?
3. Develop a Python program to create a bar plot of the monthly sales data.

program:

import matplotlib.pyplot as plt

# Sample sales data over months (replace this with your actual data)

months = ['Jan', 'Feb', 'Mar', 'Apr', 'May']

sales = [10000, 12000, 15000, 18000, 20000]

# Creating subplots to display all three types of plots

fig, axs = plt.subplots(1, 3, figsize=(18, 5))

# Line plot

axs[0].plot(months, sales, marker='o', linestyle='-')

axs[0].set\_title('Sales Over Months (Line Plot)')

axs[0].set\_xlabel('Months')

axs[0].set\_ylabel('Sales')

axs[0].grid(True)

# Scatter plot

axs[1].scatter(months, sales, color='red')

axs[1].set\_title('Sales Over Months (Scatter Plot)')

axs[1].set\_xlabel('Months')

axs[1].set\_ylabel('Sales')

axs[1].grid(True)

# Bar plot

axs[2].bar(months, sales, color='green')

axs[2].set\_title('Monthly Sales Data (Bar Plot)')

axs[2].set\_xlabel('Months')

axs[2].set\_ylabel('Sales')

axs[2].grid(axis='y')

plt.tight\_layout()

# plt.show()

1. **Scenario:** You are working on a text analysis project and need to determine the frequency distribution of words in a given text document. You have a text document named "sample\_text.txt" containing a paragraph of text. Your task is to develop a Python program that reads the text document, processes the text, and generates a frequency distribution of the words.

**Question:** How would you develop a Python program to calculate the frequency distribution of words in a text document?

**Program:**

import string

from collections import defaultdict

file\_path = "sample\_text.txt" # Replace with the path to your text file

# Read the text from the file

with open(file\_path, 'r') as file:

text = file.read()

# Remove punctuation and convert text to lowercase

text = text.translate(str.maketrans('', '', string.punctuation))

text = text.lower()

# Split the text into words

words = text.split()

# Calculate word frequencies

word\_freq = defaultdict(int)

for word in words:

word\_freq[word] += 1

# Display word frequency distribution

for word, freq in word\_freq.items():

print(f"{word}: {freq}")

# Or to display in sorted order by frequency

sorted\_word\_freq = sorted(word\_freq.items(), key=lambda x: x[1], reverse=True)

for word, freq in sorted\_word\_freq:

print(f"{word}: {freq}")

1. **Scenario**: You are a data analyst working for a company that sells products online. You have been tasked with analyzing the sales data for the past month. The data is stored in a Pandas data frame.

**Question:** Develop a code in python to find the frequency distribution of the ages of the customers who have made a purchase in the past month.

**program:**

import numpy as np

# Simulating hypothetical customer ages

customer\_ages = np.random.randint(18, 60, 100) # Generating 100 random ages between 18 and 60

# Calculate frequency distribution of customer ages

age\_distribution = np.bincount(customer\_ages)

# Display frequency distribution

print("Frequency Distribution of Customer Ages:")

print(age\_distribution)

1. **Scenario:** You are a data analyst working for a social media platform. As part of your analysis, you have a dataset containing user interaction data, including the number of likes received by each post. Your task is to develop a Python program that calculates the frequency distribution of likes among the posts.

**Question:** Develop a Python program to calculate the frequency distribution of likes among the posts?

**program:**

import pandas as pd

from collections import Counter

file\_path = 'user\_interaction\_data.csv' # Replace with your file path

# Load the dataset into a Pandas DataFrame

data = pd.read\_csv(file\_path)

# Assuming the column containing likes is named 'likes'

likes\_data = data['likes']

# Calculate frequency distribution using Counter

likes\_frequency = Counter(likes\_data)

# Display frequency distribution

for likes, frequency in likes\_frequency.items():

print(f"Likes: {likes}, Frequency: {frequency}")

18.Suppose a hospital tested the age and body fat data for 18 randomly selected adults with the following result.

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAo8AAAByCAIAAAC9YazCAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAgAElEQVR4nOyde0BM+fvHn0EuGewgZA0pwxCbWygthbJfRS7b5lYqa9VaCbtibbGSXcat7KrdFWuEYsctdmPlEopMtlaTSkXXUalMM+kyM+fz+2MuzdTUXJum/Z3XX3XmXJ73Oc/zec45n+dzPgA4ODg4ODg4hg0BABBCHW2GjiEQCJ1dFC6hw+ns9gMuwTDo7BI6u/3wX5HQpaNtwMHBwcHBwVECnq1xcHBwcHAMHTxb4+Dg4ODgGDrdOtoAQwYJKlJjj4WdTxca1/zzjODgu8Xf15lKJMiswcu9dTIyNt+Y2qco/kmvBf7NV+holEoQ8vITTh67lN+H3Kfg4RNjJ//NPs6j+xmQAmioSGUco8WmGxnVJLMIjl9skbVQmBP77U2iz4r5YwYarisLylJjj9PO/2tk/C75WXdHX//Nvp+MJnYV/9oZJCj1c8TLuhF56PAtgt28gUWP2KO8Aze5GlQgyCKsurN79oXpdyJdTFr8hmqeHHK7QI0+4GLSVcGmhkILCZ3Bi+RA5Xd2eF2wOxHpMrRpmYF7EVZ498wTZG0/a5xJNwAAIa8w9d7D95Zus0caia1EvKwbkUdPsPrPHNc172H+B59t3uo+xaSb7jSg/xw6EYVx0yK9N0VlvMMQQti7jKh1FCA7hD6owiRr8PMZfutoSWw+QggJqhJDrGGSF51Vp/2x9SQB4xcw/FYcTSqvRwghrDwx2AEo6+nZXO0PjXQjQcB9fsLb5/cMrgAhhHHTo7wmAdE5NKlCrKCU4dmKVxM/icoWdLj9CGHvnkd+5ROVzsUQQgJuxu9eFCLR4UBSlcQ4w5egzM8xzmOaoxnFl1HAxxBCGCcp1MbaoAJBFqzqXrA1CTwZpc2Wc18/jju+yZ4MsJ5RytfhEfUhwfC9SA6RF1l4MgqlizqBF/GZNItmZ3eSlzi0EUIINebEeNs60h5zREv4uTFeU5r+1Q48W7dBbXbUOh9GQdN55mfT3S0AbAMTyjCEEBJyEndb+caVSdeof0qzIgLJj1HSqPXR9SPhbWLQIt+4YskKWD2TZgVA8maU6Mi9tN1FIytqaYDM+cT4edHuRADqdwmVAoQQn0mjTHFe7SmPm70F0S08rVpLEbq4BFhjdtRSH9nzWZdH9yICkRp4uxJDqBNIUOrnnLSwxUT4hMZ8J1mjoSDGh2hAgSADVvmU5koEkM/WgqrEI17rt4VGRB1dP8nQs7UiCQbvRXJgnMc0RzLIZevO4EVy2Zri4HuQkVYm4yj88vhtFKJPTEGDZAlWm7xvPHFZRAZP+4Pj2bp1BM8j7JyDrr9sum9C9fn0VQBgui2BgxBCvLSwTwCI1KD7HPEKhQxPCwCrTfFvtD26fiQI0sImEQHsghLfin8X3aGTtsZXanc3jhDShQQBK8LOftf1fJl7U+wl3ZUMMGVbQgVCgvK47wITKuQ3qs2LCdwQk6N9iOvkhokVscw+6Ho+t+l8Yvl0VwAw3ZHAEXYGCcr8nJOwzRSaZTg+k2YBpk5RL4RaH16nDRRWlxG1Yd++rWbQ8tkaIYQQl0mzN+xsrVCC4XuRLNyMyB37DnxlJputO4UX8Zm0KTRma66B5cessAAL+RVKGZ5AHL83qVbrgwNeZdYq5TnJD2+EuHgfeFgpWdSDPG6iBQD774xXQgDoPsh8LAVI5IFEcUcREvIbhADdehgZRo+XUgld+pvPGAPEgQP7Gol+RgJ+AwD07G6kw44WzRGUZ6U9vPe9y4IjD2sw8TLCkHF2FgDZf2eUCEHAE1CcJnwgs4mQl376u/vTti0bZdQRFregMis57V7I8gUHHtVIFhHI4+wsANj/ZLyqg04gQYmfC4tzktgAZsOH9m9y+66DyFOBnZSSW6l4nx0E/8W5w2/dP58zxDACVBMUSzB8L5KC+DmMw+z5nzuMkFXQmbyoNbivnt3Lg5nmQ2ULB0xGTLDgZSS+KMZa3U51dJWtkaCCeXb74lEEAmG075kcnoJVBKWPT253GdWHQJjsffJfXrOh6qjm1d2TgZ996hscGuTtsTUuj68jyzRk4IQF3pOAMsHyw16SRUjIbxQ2rWFk6nI4BxXe8p9sLPq5IuN+4mui45qVMwbo3VxFKJVAILscZyLuZX+rvgAAIKhIf5wIZMftn87oawi3cV0HTnTwppAoNtQPe0nvHoT8BoHk7x4jF3vOMWkKDlTDjDxQ+fn3i4YbxN0GAAyYuMCJAhQbS1PpNQBRshNj+BKU+Dmq47FbbEPoZtQDgHc7q1DQ4rcOo77wUnTuKi87Uucow1JEaxIM34skCPIvhZes8rcjydvVebyoVRCnoqClBhE5b6r4Ovg2i04cFwnYt0NWrT0Mq39LCqZUxods8bqS8372xYv+Vr3FqwiKE0K+WHwYbfjtr/0TGhJCA5f/wS6ec+LJ11N7AADisE5982n08J/Onp1r2gNqHwRPinowe++cDswZRhT3k8/c5RY1FGSmvQYi1WXiyOb35g1vM++e27+POT/8xr4vrIwNI0LUkiCoyEw4v/8b5vywM/u+nGSsRzNbh2Bk7n4yR14Bxs5MzAOY6DJpWPOLgKqe/HT87Vqag4nhNMfG5u7HmysoyEx8DUCdMWlkr+arG6IEWRT4ebfh1HlEyHtdWFolBFPJ43d9LQcAqt68rRFCf4N4kkXs2+Hps7eFDiIIizraFg1RVYLhehGfHX8ufeHa0P5dha/kfugsXgSC7Lsnd5/IxMyHGZU8SOZ8vGGHZHyHsLyI2dpW8ro0RheXU/D62p4de9Lm0Z9+t9zCGNDgz2+cX3jfbtWgHpI13uedD3bbk7uQfj1k+WgjwMifJ/w4lzVtxQfdAQD47BvfL1mbuyIxdI5pj9YP08Ggmn/+OHEbqH403+l9mxYLq1MvRt0tRjU5fxeOnO8xlWLSveNsVIJiCagy9Vz0XXZdTe7Dwgn2HtMouhxvoGOENSnXTtziUgMCfW36y/+E+C+v/HiBuj3AxGCtBwBAVSl/xN4CmwCat03zm1FDltC6nw8YM3Oe2S9XGvkC6dMDxn31IgUAqnm1DYbxuUdUeuvQI2v/XYMM78yqiqoSDNeLUHnCoXiq/1FTBYZ1Ci8CgO6E/jM3b/2iHwEAAvJi1y122fj28rHVlkR93Uxo1/ktqEz4jgokG1qKuCMdK2B4UcApKltSG4BV3g6kEmH8vuRaTLxJ/FYSuEawahFCiJu015oEjpGsRlGNbPG90BWfhKVq0y2vtagWiOowKevEo6EUrdGYG72CRJSOQNCSjpBQm0v3JsEUX0a+TmpsdC5BPMbDSzygS/63soRAW3JQog6KLyXo/hIgAefpEUei/KgPKZ1DQks/F43GGd80uAArSwi0BQCdlGvpQoKgKpG2gZ4trrcSVfZ2siozlSUYrBdh5Ym7d9Bzxe06n0mzkKsJN3wvaokokZktpucIpQXjzS6KeKluJGj9qhm9Sbp4JQtslzuOFb8+5eY+ufnWbsk0C/G+BRVJcb9mwfjl9h+JXxFzWI+SqskTLUf0AsBqUuJ+flpN5P9zKWx/cMAql2V7H5L9TxrKy1gR9YWX93hcGH78Ms3bsrUvhxCMLOZ/vm7My8idu68VGcytoBRVJBhbuK5eZ5oa+TntWmkHlw0oQPDqcuCWCxZ7Fd7JooqUi7+W2lqSDcltmoEEhVcDPS5bHP/9mPdHLb/50BkkgCI/70qy23iK7pC67/C59HKBoCz19MlnFOdlAGAxaoQBvIxFNcyTsf393CgGVm+lBqpLMFQvEtakXogdstzNojW7DN2LFNG178Ah/eH1FcbjAgRd+w8e39qK5CEmfXXw8K11tn6fn3IjA8hTJ40SdVGj95lP/mRTHSyHSqyryU5JqYYxC2wo4gslLGXdzSIttbHsTQCoL87JZIPN5j37vvt6+56jZ69fjdjpMcPUgF7GNrATDm2kD/35Ks2j1Twnos/I8VSArFP0+68NK12rLKHP8PHTyFB9nZ5QYFgKBMUJITvo5D1Xj61U9NJJUJFyO7Z6wAgTA/rwkTxIwL4dspFB/vnsMQ8FqbozSJDSws8J/Sw9jtyJce+XGnv0ePybST7+c8gCAJLLhJEd38zyMs9f677uU8ueBn9eW0V1CYbqRfWs8793W+cxoWcb6xi0FwG8fxbuNLzPtB3x7BZPMhllVUIg9BtkRgJokHmXDwAN72saAcYOH9xLBxdE69NQU1FQBMT1U6m9RdbUvU57kkGyPWjZh5eTzOo1aTq5tqKgHGDWZEo/0Rao8J/4h8RZX1iQAACwOh4HwJwyrHerh+hIGtgJB/3ODtsXLXmea2SdO81zWTe9T/XDH5at3FnsEhN/0N1cdB/StWdvIoD44hmEhwG0LmGqMPnwMqc9xW4n4n/5zFz05TxCj979ugPkZZRxhIbzWVpBcULI9rMjvo0WP5KixsxLp2sc1s2Qdl2L7gj7mPRrqzXoOJCAfTvE7+qIfcclLzZqM89drXFZLlN7b6ASkKp+3pU4fJqLzzQXAACs5s6LFBjvPm88qYPMbkJYmpFRykzauEa6pK7wUR4AHNu05mqvvgt2HnUfbRgFTK2ihgQD9SJh4YsMblKSX5JkAVZX+CQPyuDY5jVX+/RdsEOiwFC9CABqSzOTi3hQXFEnHYwlHmIjvp8gjbb5xCIspahcCGRJ04mqSnOKiOPXjx2mi4JprRvkviYjyDB4lKn4hPLzEy+lEF09PyJVPdpzsuTLY9Oht8mIQWA2asQg0bHqi1IeJcLkfVOGEgAAeg41pxIB9e4pEzHozYOjl/mr183p4BcgQh7rj/CU6RG/zpU+62Ovn1zkWH0GgLEz/rpbBPCcVVIH4lZMwH1XBQAkRyrZUOK/DQkNOemP7vJ4kJxVUofE2RqrfffmPcB4R6rBDElFHFb0qZRZP/46d5jEGxpeP37AsZovs05NaQ4bwKwj7FMO4j2PDmfNijg0V1pEiRU9vlhm9ZlMBBuqBBX8nM++Hjh7YeK8uMs/u5AJAIDKk+PiuYs2fjVvaMc/4XUd7X7slFxVPvvSmov38mZuDDu91LSjrFIL1SUYqhd1He1+7LSsAgH70lcX792eufHI6aVkADB0LwKAAWNmzveduf+Qh7lM9XRa6muwDVw0iQQAhGEff+pEOp+WWdQwZaRoHYz7Mj0R7LZ8Mk4nHRNap8Pe4xy97E5UcN4D9BUUJ4TuOvySO9hphEnF06vFs74e1ROgu5XjfOqRotIqIZgSeKzYXUFnq8lbLUeIhq90G2Lnuo66Pz2Xs8R0AAEA8bIuhx64PS7gQAd/nV7IY0VvXPLj64lTS9eekSzE6gqz+25kdAMAytyvvG2Eg76VFieLK64p68M22xtG6WnbEnpRnFZ4U98POiItThZXXFO8aJsNJEIQh3XqmyX7Xk6cmbuWLl1aW/jIZOMDmacHYWUR87UBNlIAgHj/ntros++12czSf5oU1BU+6rvxgayDG6qErsr9HKurrmgaaIpq8q+GfZ++9MrZNZ3w5bPsaP5OiKF6kQoYvBd1MV8SNGnbifjpO11HE7uKHoRoh5850mK+dRC190ZDF26O8F516PfHLrtnkwgA/NyrJ+KpoeFrJ/fTiQkEAEBIqz5KxPs3ehstaeionnnVI70DPiX88eX+F8NNPpj4dbD4vR/isKJ3bb7Rfd5o4Zt+fXlhu/9YGp97dL7kPaaQx4rZtvPOgJnUnhUvnvMsP1vvschqkDa5mkAgaCkKahKDpzuHZLX8zIs9jRn39RQiAICg9DE94vCZFBg+pBfUFj7K7r1wg//GlY7mfbX3L71IQAL2Y/rxn848ahhO7g11hY+e9V349VcbV88x18WABK0lYDUPQqbP2p3V8hcLGjPr6ylSF0FF1zcsWXh7Vtz9/S6mOqsl0sElgMoHwYtnhTxs+UMzBQYsQbmfI17WVVroiRcwoBfUFZWBnVfgxmVTTHQzGlM3EgAAQJgTGxB6vazwycV7LwEo9m7Thw92Eb1GFubEBoT+WVNX+OjivTwA4hTnxZYDuk34/PDXH2v/GlY/EgAM24vE1OfE7g79M7fw0c17eTywsHebaTZ4wY6j7qO7dAIvEvIyLx/Ycybd6IMPGopYb6nLFczKmHUj8uhvzN7TphgXPczv5/pVgKduyrAIBIIOsrVaoFdnlpjvBPqdyx6j2u+WSafu1THgEjqczm4/4BIMg84uobPbD/8VCXr+WJiggpWaCDMWTR9mGG83cHBwcHBwOgHtnK1R0fUvpxJG77xTLQQAVJNKD785MdR/CcWwShZxcHBwcHAMmfau5DLqRzazgJc3TxxJ5eY+TO/2sf/la/Iv+nFwcHBwcHDaRt/91vrhv9FLgUvoWDq7/YBLMAw6u4TObj/8VyQYwsSIODg4ODg4OG2BZ2scHBwcHBwcHBwcHBwcHO3A+60NFFxCh9PZ7QdcgmHQ2SV0dvvhvyJBuzfhgvL0G6fDw2MesxsU/Io4mX/+nckTanUIHBwcHByc//doka0FxQkhO0/XWq9eRrzwVSSzRj4rC8qYv37tTi/p2g3vGsfBwcHBwdEKjVNpTfrxTQENy79zG9f/Q9sllheWe3x/5k7mWwFCvMLUm6eDV853iB1x9MiKMfLfZEdvn/zi57MtyGdsnwW7E98Y5rsJxMu6fnDdHKcvgg986+3qHXoli9e2oVjh3dMX72RWSCYEEPIKU66fu/eKry99grLUs7uWuyzx+Mxh1Kj5fgdv5Ch4pdFQkX7loM+y5dtCQjev8wu/zxa0YV5D0d2Y2DuZbyXrIF7Bk+uMO6/et5MCeepzYn8Iv9F0dNVAAvajXwL9AoJ/pAX7un624+Tj0g6YogFVMQ+u9rteKr+0UygS8vJvhW/2DQgODVrzPye/I9dzOIrMFdYwj873u16h7u5R+Z3tC3ybnxmdoiQQNPFqtVsDrUCCCubZYA8X15WfOYwdNefLg9flDifMuRAY/mf2W0XvMlU8QFXC9gkB1yva75Vn2xI0C4SGitRzwctdXT0+dRg1dk6rnqkr2iEQVGqiVQCpjzCPvpjoHJbGRQghxGXSPGlJeaw7jKgwGi2C/seJbQ7UdVEZ77Bmm2FlCYG2JN/LL25/SyE6hyZVNF9BARi/NPls9INSvgrrStBMlPh4nMc0RzOKL6OAjyGEME5SqI21F51V18Y2fCbNotlJneQVlc5Vw+TmqCEBe/c88isf8eEE3IzfvShEosOBpCqBzEr1pbdDHGy2X87jYAghVJsdtWFDXGHrBnKZNHt5RUSK1+8ZXEGrW2gjoTmFDM/mJ1RihXtUtsJLgfFL4rb4nHgusRDjpkW6O/i1pVEJatuPcQseX4vY5EgEC09GofxvHaNIHQkYv4Dht+JoUnk9Qghh5YnBDkBZT8/myqwj4BY8iYsIsCcCeDJKVd61aNuqxBBrBWdGCToNBLW9WpPWQAsJGDct0nuTuOXE3mVEraMA2SH0QZX4kvNLGetbacXJn0S9UB6cossK6xml/PawXwUJGgSCgPv8hLeP+DJh3PQor0mgavrQQEI7BIJKTbRyCaBRk1rLinAF2/C0BtHpehO/yY+eXy82rOpBqONShacSK2V4Ecmu9JfqNKDVyXvtYfy+5Fr9ZGtOWthiInxCY76TLGkoiPEhkvwYJY2tbiSXrSkOvgcZaWVqRIMiVJaANWZHLfVhlDSdnro8uhcRiNTA25XihQLO0yOORKfQZNECrDYt3JEIpE3xla3uVrZdI1o4+NEY/5Src8OkjoQW8Jk0yhTn1Z7yLLO3sFgUzmzlHqg6ee+KoERZQVhDWritXQRLjYiQQz37qxJpXr7bQiPOHl1HbpmTOkiROhLeJgYt8o0rltiC1TNpVgAkb6lrlSfS/NZv2xdx9vB6strZGuM8pjmSoR2ztSqBoK5Xa9QaaC6hNjtqnQ+joMkgfjbd3QLANjChDBPb7zTFeaW8F612s6cQF/2cpvxOWtQOQHtma2USNAiERlbU0gCZE47x86LdiQDU7xIqVY2EDg0EVTxTJQmaZetChqcFOSiRJ/qvNmmvszhzY9z0KK//+TLyFfkCxkvcRYZPwtJ4ahyq/inNimi6LYGjjn2a5wlOwjbT5t7MZ9IswNQp6oWwta34TNoUGlPL/CyP6hHOilhmH3Q9XyZWsXy6KwCY7kjgCBFCqJEV5WpGXBEjiSFRtiY7hqXWtrpbLpPmSWNyW/1dBTS/CuVxGwKbXXGsMS92w4bYvMZWvFvwPMLOTj63IVTK8FSzYZJFM/v5TJpFy5zUQYrUkCBIC5tEBLALSnwrcywA0tb4Zm2i6N5UvWzNzYjcse/AV2btmK1VCAR1vVqz1qAFqkoQPI+wcw66/lImadXn01cBgKQBLInbECLRIqExJ2ZDYExe66EspS49csPuA1tt2jFbK5WgfiAIWBF29ruu53OafsZe0l3JAFO2JVS0gwSdB4IqnqmSBI36rQXl+Y+EtpZkYwAAYdXj+EdOH4/tTgBB8R3a99cmh9CWjFT0/fG6AlZaEclyDFn1KT1QY1by5fQxHvM/6quJoWojLM5JYgOYDR/av2mC566DyFOBnZSSW6kXG9SkMis57V7I8gUHHtVIFhHI4+wsANj/ZLyqA0DvU68eudpgO89KMvEZwdhq4y1u4S3/ycYdZXWbYDwY5zS2j8wSxHsW+R1zzrZF5katfGKe0K27cd5PP1/KaOoNQo3lJbm2lhYDdDBXt5Z0AkVd+pvPGAPEgQP7iudFRgJ+AwD07G6k7ey8iJ/DOMye/7nDiPa8EkoDQW303RqU5yQ/vBHi4n3goXTfPcjjJloAsP/OeCUEwOoE4+wm9JFptNG79MhD9+esX2auNJTf55yjs909HIboZsZoxSiToH4gCMqz0h7e+95lwZGHNZh4GWHIODsLgOy/M0p03/2u+0DQmWdqlK279hs8vl8Po64EAKhnXYjq9vXqCd3Ru/SI7fvBN8JvcotJOxpeXQpas8Zzw8EE6J8atdlnjffRB9Wi89xQkXpuu8tYAqHPaO+zOfXS5332nX2+a9asXrr2hyQisE5tXbNmc2RqtSbWqgOq47FbLCR0M+oBwLudVdgBNUtKGTBxgRMFKDaWpr2ky4T8hiYv5r54eDcDhk40I71/9TA28sjByHM308sNUYqELiNdvpxj2uREqCo1Mor9+eYlw1u/z+tiauVoVR27zmZh4JnUMgEACF5fj7xptWPxR907fg6ZTqCIQHY5zkTcy/5WohtjQUX640QgO27/dEZfLcd55l8KL1nlb0dq3+ugNBDURt+twcAJC7wnAWWC5YdSBUjIb2xS0MVi8Zf2Jk2nUViTSj/A/vR7xU9HsiBB4Y3w3P/52w1q34ugTIL6gdB14EQHbwqJYkP9sJd0OyG/od0aMN0Hgs48U6M5uAgj5n0+NzIhrWBGxeNf43p+G+DQn1946Xu/Z46/HZtjquAGpMfIpSGnF6UepDLyVu45tefj3uLlDewE2qrFv8KGH5NCLSqvh2/xPJ+T63Txqb9VV9M530bOQYWXfObdGLbpGN1jpF6a3G7DqfOIkPe6sLRKCKbik4PqazkAUPXmbY0Q+rfyeCDIvnty94lMzHyYUcmDZM7HG3b4fjKaqIenOmNz9+M57nKLsILMxNcA1BmTRvYCVJjLfAlgKkw9Fcqy/sL7K+eq5OhdS5yG7z4bNE/RxZJSm3v3ZPCJV2A+tEfJ4wSOzZYd65xH99N76hPWPIkKervsrINpm4fuN3ntztA/WTvvHvK0f/Jo/xfWuYks+x8POJM7Plc3x+AVCSoyE87v/4Y5P+zMvi8nafcChs+OP5e+cG1o/67CVzoyTzHKAkGMGl6teWugGUYU95PP5BU0FGSmvQYi1WXiyBaHQjUpPwVVrj3rYKLUIVBxfPjLhdu29SfUt+9FUE+CKoFAMDJ3P9n8urIzE/MAJrpMGta+LaxuAkFFz1QNVV/oy4K9y755OjziQmI+B0P88vuhjo6h98v5CGH88n8uRx4Ji05uVsWNFca4g2yJGcYvYPhSiKQV0bmNGEIIK4vzJQHRi1Eq3Y6TsM2UZBfxXN06IQ1FIYSEOfTFZgDeMYXSogYhJ2GHKUBbnT18Js1apgaenxvjNV7dCupmaC4Bq0wOdQKwCYgr4KOmCjiZKgmEFcSsIMoWaraEy6QtkylrryuIWU+iKKrzbw8JsjSyolz/tze5WpV1JaVMAABE+81RySXa1BJoZr/ifmtZ9KhIbQnYW2b0URrth6D1zvZu3yk+nDr91ljZX1s3XBAVVCs/M4rQWSAgpLZXa9Ya6E4CxkkKtSEB9Zu4kvoWP9ZmR62y2pukQn81vyx+94aYXD5Ckjq7dqwJb0ZbEtQJBBkEnOT9NkCkBsSVqFz32uGBIL/zlp6pHC2ydRMCbsbvXjYBjII60d/errvj8irKEvatjkhvkDGwPjnUDOz2JkuqK7GyhEBbkKm3xEoZXkTZ8g1RMZ4apQSywjSWU5UYYg3jm2oCxXaqFZ+CyvitJDBbTM9RvRSlGZpKEJV9yowfE2drM/eYVzKFmkyaBQDRJ6agobUdNacyfhMJiIvpeSpL0kW2FlQmfEcl70rkKQ9LjJtO91vhG3E7LSU2eBEVALQcR9c+2VqvirS4BLW5dG8STFFQMap6I4WVJ+7eQc+tldlOb9m6RSAoRIlX66Q10FQCVvmU5kps5WYCq7wdSLVtXoSocDdV93ZvOJsrruHSb7ZuS4IagSC3S9GYOv2NJtVFIMihmme2QPtsjfFL/wq0WRGeVo2JHegT8TCh+uS9TrJDTRoLY7xl71JFT9Iyw8BEN62uESzpzWJddpQbEH01qOnVShT2LoO+0dpmS3RaGZ//hnnqB9qJ0GUAYKFG1bc4RbrS8/WaKjB+AcOXOsuXLuMH2KsYdzMAe7lSWMHzCDuSWkWVEkmrpEP1lKKDbI0Vx/mOBzEGg4sAACAASURBVPcY5UOM61h02cEI/LK02F2LLIgyo1/Upl2ytX4VaXUJRBXRLUcrqdpICThPf9oQmS4dQqvHbK0oEBSi1Kt10RpoJKGugLGJar2Rrvi5n18Wt4kk99DfCljl04M7IjOksa/PbN2mBNUDQRZ+PsPX1to3Wt3Xlh0aCLKo7JktAC1nzEQ1KUfXhMGu/X5WHxCA8+zkwf3D3T6d1p8AAF2NelTy6po+AMN9zcoCi3GjTEWFduh9NvNGNZDnThwlLpmpyUxOZpMnWo6QvsfnvPo3B2ytxw/WqHNdYwj9LD2O3Ilx75cae/R4/JtJPv5zyAIAkssExbUc75+FOw3vM21HPJvf/KeMsir9fSUdCdi3QzYyyD+fPebxUVOhH4FoMmJA83W79Ow9gAhQy3nfqGhXNenhS/r0mb0lvrjFF3xKyqpayGw3UMU/N2IzTEeYKOstF1bdP7kp53++LmbiS9RtkNVnuxiJ5wOo/9JvZnDb31QV6UyK+gwfP40M1dfpCQWafDeqnnX+927rPCaoPgJER7QSCJp5tbqtgW5oYCcc2kgf+vNVmoelIk9BZSk3EqpNh5j0a7vfFtVnXvm9+6celsR2MrR1lEhQORBkEBQnhOygk/dcPbbSUh8lQRK0DIQmWvNMVdHC4+ozozftZi3ff8yJ3A0A3mfGn85y3TaL0gUAAFUUZFpT10h3j6pe/1tMnEcdLl4irKl4UwTU9dMsxBVnwuK0+HTS0u2WxjU59172mjmF3Jjz6FI62YvyYRcAVHxz75/9Nn2ubXmqqnQlDp/m4jPNBQAAq7nzIgXGu88bT1K4bm1pZnIRD4or6iQDDCRlkO0c0rIgAft2iN/VEfuOe4tjozbz3NUal+Uz+n4w/mM70oGbuewaAEnQCjllGUUArhPNP1C0N15RZhaPV/+qog6JpmkDSREjacoEdcsiNEd8S2ds0k9ZfUfdq+ep1aNsB8kVSxO6Df3YffXE2JpWN9M7BqtIWJ18eJnTnmK3E/G/fCYeS0Po0btfd4C8jDKOUP2WQlj4IoOblOSXJFmA1RU+yYMyOLZ5zdU+fRfsOOo+uh1a3DYCQWOvVqc10AEN7ISDfmeH7YteLc5Jjaxzp3ku66Y3jWJ9n59yIwOM1/Qzbrs9bCjMyOEy7/utkS6pLXzEBCg5tsn7aq8PF+zc7T66Pe6mlEpQPRAkCIoTQrafHfFttLcoz6HGzEunaxzWzeivU8t1HwgS2vBMVZOapslPUJzww84zIwIPiM8dYMUvEjOocz4SVfcJKlKfNNpbDpSuzy3MSKmmjCNLTm3XviZDyDBklKno8iF+9qNLDwe6zhpLqn58/MC/dV0JwgLW3SKrpTNH9wbEf3n7zHuL0X30kKr57OtbRhOmfnm9SPIp4fLkuHjuoo1fzRsqaTgbKtLv/i0dBDVgzMz5vvS0XzzMpQMZ3+elpb4G2y8WTWq3kJYD8Z5Hh7NmRRzykd7GYkWPL5YZGXcB6GZiu/ALatnjrNKmjwu/51S8B6LrojmUXgoUwYBxM2evpN+84EGRnHHEz0u//5pI/eJ/1iS93dUKqkoLixT/hAQV//79978V4q8NG1Om21OfsXKbTS2D6jhv+7nPkRvf2aG0oQhAUJ7+9930CtFV0rOiBnb6o7s83svkrBLpCzGs9t2b9wDjHalDVLvkchel62j3Y6dlORW2cQ7A4Jkbj5w+fepYu6TqtgNBFa9uFgiqtAa6Rchj/RGeMj3iV0/p4yP2+slFTjfZrIaqSnNadSNZCT1Hu/8odxFOH9k4czDAnI1hp06f/rF9UrUqElQPBAAAQBxW9KmUWT/+6iN9JG14/fgBx6i7ro3XfSCIF7Xlmaqi0Y0C4mRE7QwoWn71l9nSwQOojlcBI4YN6gEAwM+5HkP0CR8udWjszes09rBp5iYStYTeVnO8qH9WcOoBegvYt0N3RLyED51G9K1ISihesW5UF4Bu3Y2BNGxgbxDkXzqasfDrz/rrYywOVldd0TTIEtXkXw37Pn3plbNrLCXTk2D5F76w87wCq+npJzzMe0AX8yVBk7adiJ++03U0savIWWmHnznSYr51aOfRjSIbef+e2uiz77XZzNJ/6NKldYWP+m580A0AgNDfzp/2+dUtv/+xaPTK0X0JiJNx/tRvxHVhocsoRgQFiqDHyCXrZmw7Hzc9YMnofgQAxHt+hvZLsmPI3W/t9XIVRDSUF7Uy3gTLPf+Fq+cVWEy/xfCgdIEufW3W/rR0Y8i+qz995yoeOCcoS6UfONV305G5Q/Q4iEt+gGxzWlcEDfnnt9p5RsNiejrDw7yLnhX1ojit8Ka+H3TE20Z8py+sSbl24haX4kXb3CwztTZUtPlF0TfKAkG5V7cIBOWtgU4R8ljRG5f8+Hri1NK1ZyQLsbrC7L4bGbIttbC8iNnKLlpI0DMqSlA9EAAQh3XqmyX7Xk6cmbu26brWFj4y2fhA53cb7RIISptoNVCvsxvVl8R9M97xyFOOfD8/534QdTU9vx5h755HBmyRq00X1UjLVpAhhATcjGg/9w0hezd7+f50v/hV4r6Vzuv8vPxOiysIMHbivpXO67cFeAW2UmrRVoe8mqKawLgvLgevdnZb7em52s3B0S3oLLNcrgIFq3oQ6kCW/ya7gMu6GOS+aNFqT083hykOfrS4F9pM6YHUkPA2MchO4WWVr4OpL73/s6+jg/Pq1W72Ng6+4fF5TV/yU6QIYdznsUGrnRet9PRcZj/lE1/a9Wx9VnYghFBjadxmCkxRMI8FVpEU6kxs9mV//htmTKintZW922pPz2UODt57Y5jqfttcFvXsF2THfOXl6bnM3oIIAECc4rza09PrSKLch/tbV4QEVUkHHJoNq9NakToSMH5pUtR3K+0dlnl6enq62VtYLAqIuJXXdNHrsmMCRV+lBgAA0ynOKz09fWmJ5ZIdKLooTRtKzoyFvZun11cx2So6k24DoW2vbhkISlsDXUrg3A+iKuxgtm/2tVSs9JofhUTxu1bawhcUxjJCEv90s7cAACBa2C/z9AyMUTyLhqb2qyFB9UAQchJ3U1Vo4HQmQfeBoGITrVwCQSRD4b4Ugsqvb/BIW/b7N3NNm924NbATDvr9Vmn5AQ+b47/TbbxML/r7zMiVlpF2zCdbp/TQx3MOgUBQS5QBgkvocDq7/YBLMAw6u4TObj/8VySona01ARVe8nE+NOnMXf+JOu9nUMh/49rgEjqWzm4/4BIMg84uobPbD/8VCe3Zu4SKrn85lTB6Z0L2s7+ZjjvcLPWTqnFwcHBwcP5jtOsAI6N+ZDMLyIw9+n7sr9udxSOtcXBwcHBwcNRDL2/C9c5/470HLqFj6ez2Ay7BMOjsEjq7/fBfkaD/cRY4ODg4ODg46oFnaxwcHBwcHEMHz9Y4ODg4ODg4ODg4ODg4ONrR6fvecXBwcHBw/vPgb8JxcHBwcHAMHTxb4+Dg4ODgGDp4tsbBwcHBwcHBwcHBwcHB0Q78W2YGCi6hw+ns9gMuwTDo7BI6u/3wX5GAvwnHwcHBwcExdPBsjYODg4ODY+i06xxcnRys8O6ZJ8jaftY4k24AAEJeYeq9h+8t3WaPNCIAAAASVKTGHgs7ny40rvnnGcHBd4u/rzOVSOhQs2VRLkEWYdWd3bMvTL8T6WKid0tbAyu6dyYJWc+1HTewBwAA4hWm3H9YO85tzkgFc7qh8js7vC7YnYh0GapvQ1uloeju5ST00dxZYwd2IwAA4hWk3GPWWv5vzkhj2dUq0v86HXaGOXDiBH5h8cjVwV/OMu1mGJ6kzIuEORe+jSf6rJw7RnSNDA8VvAgJ2ElRR6Nf9BjxIbx+mEVy3bLRc8ZQw2kfVZDQwE6OPvrb8x5jh0AeM6vfwi0By2eYGtoVacvPES/rRuTRE6z+M8d1zXuY/8Fnm7e6TzExkCiQIihPv0YPO502cBqFn1s90vubL2d92NxPUBXzkH8U9UCEzhsi9J9DN6L4TJpFs1M1ySsqnYuJf8e4aZHem6Iy3mEIIexdRtQ6CpAdQh9UYW3tVUX0I0EWrOpesDUJPBmlOjgwQjqSoEABZZ34nDdHUJUYYg0WnoxC7Y+LdHUJEJdJs5cXQKR4/Z7BFcisU196O8TBZvvlPA6GEEK12VEbNsQVau9HevEifiljfStNC/mTqBeCtneuDL14EcYvidvic+K55KJg3LRIdwc/XVwCpCcJ9SVxQT6RaZKLIuA+/819/Oa40kbtD627HNGmnzfmxHjbOtIei35D/NwYrylN/2qHziTwi24HL7LZdjlP5CqNrKiVgXInGeMWPL4WscmRqLuGSASerdtELj4oDr4HGWll/Kafa7Oj1vkwCpp8iZ9Nd7cAsA1MKDPIdralBBmwyqc0VyKAQWdrCydf2uW08nqFa2KcxzRHMhh0tiZaOPjRGP+U82UdRMB5esSR6BSaXIkhhBBWmxbuSATSpvhKrY+tFy/iMmlOU5xXesqx2s2eQlz0cxpXy2StHy+qTt67IihR9nxjDWnhtnYRLG3NR0g/EmqT9lrvTuTJ+hU3LczVLuK59gp0FAht+zm/PH4bhegTU9AgWR+rTd43nrgsIoOn/bF1I0HUSNrsT+aITionLWwxEaw2xb8Rr1CVSPPy3RYacfboOnI7ZGvDedNjkHxAY/K/nqLwJAnz75wq/XB7Yy0C8avvbiPsnGdA7Fn6zYxv58zpq1dDW6cNCU2g+swrv/Onrze7ekg/VqmDSgqAl3n+Kt/R1ezvv/RilFoMpzG5X08hKv6Rn/3H3rDkhT+emN5f5pUfeaq5SU/9WKcKbV2DGvbrjw+c+3ZOX5kiGP7L2M1Ry7Z4WRG76slCZbSlQFicFl8Es2QXEboP+nDUw1tZ5YJxpobSSLbVGr1Oj3+D5BRAz0HDhjy8mlPuO95UL+YpoW0/R0V3TjNeDvYdNbS75CeC8Ygxk3n7fr7yr6eljbGCPeoZxH95Ze/3GQtPHJneV8ariSPNh/QS/036+OtTHwOAIPVgMNzRuQV4lZmmlOckP7wR4uJ94GGlZFEP8riJFgDsvzNeCTvSNLXhvzh3+K3753OGGErTqi6In8M4zJ7/ucOIzqYAvU+9euRqg+08q2HiNoxgbLXxFrfwlv9kA2ihVACrE4yzm9BHpiVB79IjD92fs36ZeedQAIRu3Y3zfvr5UgZPGreosbwk19bSYkDncChCt+7GRed+jv6X1zRMqb68+I3tFPMBHWhWE8r8nPvq2b08mGkuVylgMmKCBS8j8UUx1hEmN4eTevHMVd7keZNMJXcbfa38L3O5l/2t9PRopqtsjQQVzLPbF48iEAijfc/k8BSsIih9fHK7y6g+BMJk75OyXiXaQc2ruycDP/vUNzg0yNtja1weX0eWtRcDJyzwngSUCZYfSm6sAAn5jZ0rTQMAQH3hpejcVV52JEN5hlAbQf6l8JJV/nYkA6tHUQHui4d3M2DoRDPS+1cPYyOPHIw8dzO9XNDRZqlBF4vFX9qbNJ15YU0q/QD70++XjOw0/tTF1MrRqjp2nc3CwDOpZQIAELy+HnnTasfij7p3DpfqMmyCo83bWN+FC7ecSa1oAECCwluRMRY73Cy7K99aDyjxc8SpKGC3smnOmyq+AQyVbsh9eJEJpqPMBje8enAx8uCRyLO30isa9GmCTgIKCdi3Q1atPQyrf0sKplTGh2zxupLzfvbFi/5WvcWrCIoTQr5YfBht+O2v/RMaEkIDl//BLp5z4snXU3sAAOKwTn3zafTwn86enWvaA2ofBE+KejB7r9y7tQ5BkH335O4TmZj5MKOSB8mcjzfs8P1ktOjlnhHF/eQzd7m1Gwoy014DkeoycaTh3JG3IQEAABD7dnj67G2hgwjCog40sw0EuQkng09nwtBhPUofJNR9vGWrfOE9nx1/Ln3h2tD+XYWvOtDMNqjNvXsy+MQrMB/ao+RxAsdmy451zqP7EQAAVeUyXwKYClNPhbKsv/D+yrkqOXrXEqfhu88GzTOUmnBQ7kVSUE3KT0GVa886mBiM7SLa9KJ+k9fuDP2TtfPuIU/7J4/2f2Gdm8iy//GAM9mgRLQlwXjy2kM7/nTadveop/2j5P1bPsr9q9D+RLCzqYKREx2AMj8XlhcxW9v2dWFplRA6uj8Clecx03lgxk09Ec6atNJ76/+qHkbvmhU+/KfIoLnD9Gectt3f/HyG7xQgedNzaxFCCCuO8x0PRF9GqbQSpTaX7k0Cygp6diNCCAk5CTtMgexKf4khhFBjadxmCjgEJ5aLayR4iUGUHQkcocYW6UAUQojPpFnLVF3yc2O8xreo5m0C4ySF2pCA+k1cieIyKLXQkwSsJH7r9piCOvHKFoZYZWbdZDDGL4j1IslX5pf9tXXDhQI+hsQKDLDKbJmMwXUFMetJ0mpeSe0QyZtRIlVUELOCqJvBBXoPhNrsqFVWe5NqdXBUMfrxItRUpQgAQLTfHJVcorgeU330JUFUxiVSQLbfFJVcqoOGCOnEfmV+Lv69WeMjXrpeJpVoiPYSJAqo3k2VxQ0FMT5EonNoUgWmYGVDrAkXVCZ8RwWSDS1FHKJYAcOLAk5R2ZJsi1XeDqQSYfy+5FpMvEn8VhK4RrBqEUKIm7TXmgSOkaxGDCGE+MX3Qld8EpaqTcDrqJ1thshss8X0HAX3EaJywVYHF6mNXiQIqhJpG8S3UAaarVvwJn6TFRBX0/PqEUIIK0/cvUN8m2ig2boFlfGbSEBcTM8TStsAM/eYVzKDC5g0CwC5+lgN0XMgYJW3A6m28sXV2qIPL0II46bT/Vb4RtxOS4kNXkQFgDbGOqqLXiQIuBnRfq4bI+4xU2J3LbIgArQx1lE9dJetW/XzzpOtvWMKG5stJK6IKcBarqz7bK31q2b0JunilSywXe44VlxSws19cvOt3ZJpFuJ9CyqS4n7NgvHL7T8yFr214bAeJVWTJ1qO6AWA1aTE/fy0msj/51LY/uCAVS7L9j4k+5/8cpLhFah07TtwSH94fYXxuKB5N0p94eU9HheGH79M87bsZ1Bvz+SRk4BqmCdj+/u5UQzjZZmK9B44jAS8+4xHRQiENakXYocsd7MwPGdpg74Dh/UH3pWbjwoaoOsA8lQzALOpowY2uQ2hB9GUBLz0Z7k1HWdlG7QWCKJIH2Np1qejLFMZWS8CqM+M3rg9aV7oMd+5Vtaffc+4nxa7a5HFy9/X+u29W24AXaYKkZWA6nNiNq5jzgs/4Dt7ivVnuxjJibHBSy1e/rb204N3qwyglkaZn3ftP3h8a9uSh5j07fiexa6DyFMBwGLcKJnOBUIvoikA7156LlcfhXBaZ+v3+Sk3MoA8ddIoURc1ep/55E821cFyqOQE12SnpFTDmAU2FHGbKixl3c0iLbWx7E0AqC/OyWSDzeY9+777evueo2evX43Y6TGj43vs3j8LdxreZ9qOeHaLcreMMnn/b2AnHNpIH/rzVZqHQaVqJRJ4meevdV/3qWVPAzJZHvQ+/ZhTn6HTtvzJbt5kFmWUcYT1rPO/d1vnMcGARjo1pyY9fEmfPrO3xBe3aPRLyqr4QCCajGhRtNulZ+8BRIBazvtG/VjZFqoHAipLuZFQbTrEpF/Ht60yKPMiEFbdP7kp53++Lmbi3sdug6w+28VIPB9A/Zd+M4Ord4tboFRC+f3jR3KWr3EZLgoFQjeTSZ99fy4x7htq1l8306r1b3FzlPk5od8gMxJAA18gK7DhfU0jwNjhg3t1fBtF6GcyosVIuC69eg8AAC7vfYM+buq07h2vqSgoAuL6qdTeohNa9zrtSQbJ9qBlH15OMqvXpOnk2oqCcoBZkyn9RFugwn/iHxJnfWFBAgDA6ngcAHPKsN6tHqJDqC3NTC7iQXFFnfSmSVzyTXKZIFPt2sBOOOh3dti+6NWWoqKbRta50zyXddM7frx12xIIpX9nlDKTNq6Rrl9X+CgPAI5tWnO1V98FO4+6j+7gVherLXqZzGPDq8o6JJouDgCE/AYBgJXLhGGEwnsZ3KQkvyTp+nWFT/KgDI5tXnO1T98FOzpeAfCKMrN4vPpXFfIKhACkKRNG9gLoOf5jO9KBm7nsGgDJgGwhpyyjCMB1ovkHHWa4FFUDQXLjbrymn3FHF4fKocSLukHdq+ep1aNsB8mVfxO6Df3YffXEWIN4u6FMgqD4+fV3ow4MkC//7jHUcelqszsGoQA+UOLnpNE2n1iEpRSVC4EscSpUVZpTRBy/fuwwQ3CoPmM+dh1/ILqQXS0EE3G7IqwqywCAiePM++urpdHqbTovMYgMFjSmuGOh8XmEoynRi1GKvYnf9HlUdh1ClYlBNmAWmlwverVfVxCzvqnTGvFLGb7EZj0TGDvx8PGEcs37KrQVhRAS5tCX+Uo7RBFCCPFYEUvlP1Um4GZEb9/3d6nMp6mE2VGLpWdDC/QlQYZShicYVr+1MI++bGV0bqOMsY3PIxxNgfpdQmXLEifRJzANqt+6Po++fqW0MgAhhLBGVqQjEKmBt8WfdKq8HUglWdGeNlUEcRK2mQLRNSq7Uds+R316EVYY4w4g0xbohvb3IiEncTd1/J5EjrxHYez4AOeA+FJD6PdVJuFtYtCs8cH3m32kE6uMD7DaFq9FQypCF4Gg1M8bSxh+JFhFz5f+LipG/oTGfKf90XUhQVSh5UhjciRLRBaauUaxmn3f1WCrzN4mBtmZbkvgIIT4Rbd3LaWYES1oTH5ZnN8yep4QiYNBXCIu4Gb87kUhAnmX9CN5WNlfm6n2wYlvRf9j3BeM7d5+dK3qO3Rybbhpv/htZ2SLizBFlpvJfLdWtIRq77Za/oOL1jq5SHqRII/hZWuEVaeFb93OeCF2BtHH2ImutKeVihQYYLZGGJcZ7rebkf1O4t7pUV6TiI5HnjblhvqSuG+olA3R2RzRB+efR64mGU59kMpeJC7DMbxsrdyL+EW3gxc7Bko1IsR/w4za7B58q5SvgzKz9peA8UtvBTu6BkpXQBi/PCXKzzv4dpFBPDkgpNzPG3NivK2tg++Jh0I0ZtNXTDKwaRcK4gJsKevPivwE46ZFulMVDY7A6pNDzdohWxNEMrR6NOf9G72NljR0VM+86pHeAZ8S/vhy/4vhJh9M/DpYXHKFOKzoXZtvdJ83WvimX19e2O4/lsbnHp3fX7wDIY8Vs23nnQEzqT0rXjznWX623mOR1SBt3tHraO5xIS/z8oE9Z9KNPvigoYj1lrpcdoqtmsTg6c4hWS2/A2NPY8a1+plJldGHBOlKObEBodfLCp9cvPcSgGLvNn34YBft34TrRgLiZF48soeebjSA2FCY95bqtmWzj3iwchP1ObG7Q//MLXx0814eDyzs3WaaDdb6TbiuZrBHvIyLB/bT07EBHzQUsmqpy7/a3HywcgM7MWrP3j+KBn9oXJz3lroi8Js1TuZ9te+s06cXIXbchtlrbs87ff/nhaa662fUkxcJylIZUeGHLhSaTRjeq66oqO/c9Ru+WDZZJxNA6UUCElQ8Y/z606HTr81shveqe1PUa/Z6/7XLpgzWfiiwrgJBqZ+L5uD6jdl72hTjoof5/Vy/CvDUTQ2TziQIShIjfth7qWjwcKNiVi3Vc/M3PnPNpbEszIkN+OHPGq64ISJOcV5sOaDbpM8Pb/yYpO2rcgKBoINsrRbo1Zkl5juBfueyx6j2qxzQnXt1GLiEDqez2w+4BMOgs0vo7PbDf0WCnrvvBRWs1ESYsWj6sI4v8sPBwcHBwekktHO2RkXXv5xKGL3zTrUQAFBNKj385sRQ/yUUAx50g4ODg4ODY2C09/dNjfqRzSzg5c0TR1K5uQ/Tu33sf/laix4vHBwcHBwcnDbQd7+1fvhv9FLgEjqWzm4/4BIMg84uobPbD/8VCYYw7BwHBwcHBwenLfBsjYODg4ODY+jg2RoHBwcHBwcHBwcHBwcHRzvwKjMDBZfQ4XR2+wGXYBh0dgmd3X74r0jQ7k24oDz9xunw8JjH7AYFvyJO5p9/Z/IMYHZVHBwcHByczowW2VpQnBCy83St9eplxAtfRTJr5LOyoIz569fu9JKu3fCucRwcHBwcHK3Q+OsoNenHNwU0fHnfbVx/wpAllj8s96jctWn5/2aNHVBf9OzR3atRR468/fTK2RVjesp9CQW9ffJr0C95AyHu6Bv3Gyd3zRpiAB9KEfLyE04eu5Tfh9yn4OETYyd/BfNGNK1cdWf37AvT70S6mCjZbUNF+l+nw84wB06cwC8sHrk6+MtZOvlCvRJQ+Z0dXhfsTkS6DG1aKChLjT1OO/+vkfG75GfdHX39W0ws0dz4oruXk9BHc2eNHdiNAACIV5Byj1lr+b85I43bw2hBRWrssbDz6ULjmn+eERx8W84bIShNjjr22wujsR+iPBW/+K/BJtpo4OXeOhkZm29M7VMU/6TXAv9mEtRys5ao7ngao8xCxMm58duPJ158OJNCyGNmfbA0cOuyKSY92tql2o6nHagm/9bpY7F5fajGBfH/Gi/wa+twCiOl1T1XMQ/5R1EPRKiyshYo8yIVIkXBPrNuRB46fItgN29g0SP2KO/ATa56+kQVqkrYMTvO7s4hF5PmVwHVPDnkdoEafaDlTy1oqEhlHKPFphsZ1SSzCI5fKJraR4e0HQjqt43CnNhvbxJ9VswfM1Db75FpMHuXMI++mOgclsZFCCHEZdI8aUl5rDuMqDAaLYL+x4ltDlRFU/5hZQmBtiTfyy9uf0shOocmVagwGRrGL00+G/1Aranr1BGF8QsYfiuOJpXXI4QQVp4Y7ACU9fRsruK1q+4FW5NUmFayvvR2iIPN9st5onkFa7OjNmyIK1Rdg2bXBSFBVWKIdbPJ2rB3zyO/8okSTUIqnrSU6HAgqarlFNFSuEyavbybEBXNDacbCRg3LdJ7k9hhRLMBAllusjx+QdyWgMjnLJlfWgAAF11JREFUEo/C3j2P9Bzvd62tyYc12ERT+xFCiJ/P8FtHS2LzEZJchUledFadRKJabtYSlR1PDp0GQm1ejB+1aa7PuoKY9aZyU3+23KUGjqeNhLoCxjcraA/K+RgSnzFTild0dp3CS64oUhSr4BY8vhaxyZGo6RyIakhQ4kUqREpL8zmPaY5mFF9Ggei0cJJCbaxl96lL+5sfuzwx2AFgPaNUbt5OjPv6cdzxTfbklj8pQsB9fsLbR9z4iOacBVXThxidBoL6baNoMmJFED+JylYtGjTO1rWsCFewDU9rEJ2uN/Gb/KSziGNVD0Idlyo8lVgpw4tIdqW/VGfG0urkvfYwfl9ybTtl67eJQYt844ole8fqmTQrAJI3o0SBgMqnNFciKJ0EWsB5esSR6BSaLJ59tjYt3JEIpE3xle0iQcZAzmOaI1l+jmesMTtqqY+snLo8uhcRiNTA2wqniUYIyXsk0cLBj8b4p1zNuX5VllCbHbXOh1HQtHd+Nt3dAsA2MKFMfAKT91kHJfJkN2r4J8x2aQSrtpV9arCJxvYj0STuVr5xZVIN9U9pVkQg+TFKRBPVq+NmLVHV8bSRoMRCrPyvAAplRUx+k721SXvHmzlFpDe0YrRGjqeFBM79IKuAuDJp689h0hwBqN6yriU1TkGkKKIqkebluy004uzRdeR2z9ZKvUhppLSEkxa2mAif0JjvJEsaCmJ8iE371KH9zRA1gyCfkgVViUe81m8LjYg6un6SStm6kRW1NEDGWoyfF+1OBKB+l1Cp6m2fTjOC2m0jn0mjTHFe7SmPm70F0S08rVrFUABN+60rs5IzyHMnjupOAAB4n8/MHfvRh90BAPH+PbVlX5HvwW02A1u8pkDvc/9N4FnO+Uid2W8bch9eZJoumD7OuH1eewiL/7l+J3Lh8l0PKgEAgNBjqLkVQPWVpOfVzerjUH3mld/509ebKdsnP/uPvWHJC31WT+8vYzR5qrlJO09mwss8f5Xv6Gomt7Du5Z0/qz7s0VArldNzpN2cucDLoiekcbHW9zacxhS/O8m9c/zrpRN1MtevAoT5d06VftijsVZas9lthJ3zDIAk+s0MLgBA3eu0J2+abdV9wLBRBclZla3sVINNtKHu1T+P0yNXzN6VWCNa0GOwudVgqE5KfF4FoJabtURlx9MGJRY2Ft25eOLlh5NHmTQ5gfGwsZO73vr5xrP3CqttNXY8TRW8SruefnTh7NAHNaKdGw81NwfIupL4orr5ugojRRGkj78+FbH/W9/P7EZ317nFzVHqRUojpQU1zHM/XuHBCPOhvSWLug8dNXZw9ZVf4vN0fw1kqWed/53juN5GfmlX0scBpyL3f+v7md2ofqrsRvgy8VRVvx4NdRLRhG4jpzvPJUPWXzfTWlxY7VEpVNVqG4XVbM7SA7+fOS1LxK5l0z85Eepr9YHqrapG2VpQnv9IaGtJNgYAEFY9jn/k9PHY7gQQFN+hfX9tcghtyUhFb+frClhpRSTLMWTVcxZqzEq+nD7GY/5HfTUxVAW69DefMQaIAwf2NRIfUsBvAICe3Y2aXQD+i3OH37p/PmeIkk4W9D716pGrDbbzrCTTghKMrTbe4hbe8p/cHl2+0uPycxiH2fM/dxghb2BlVnLavZDlCw48qpEsIpDH2VkAsP/JeFXXjhapSHlO8sMbIS7eBx5K82gP8riJFgDsvzNeCQGgS7fu3Yt++jU6g9OUFhori3OHTbEgtbJTDTbRhu6DzMdSgEQeSBR7PhLyG4QA3XoYdQVQx81aoqrjaYcSC2tyn6XzYIz5UNngJY2YQIaMfzKLFQ0J0bvjdRk0cgaFSCT37ys+pUjAbwSAnj2M5Juj1iKlw1HmRcojpTnC4pwkNoDZ8KH9m7R2HUSeCuyklNz2uG+V8D7nHJ3t7uEwpM2yBuUIyrPSHt773mXBkYc1krsLwpBxdhYA2X9nlOh+xJE2oaoYAU9AcZrwgcwSIS/99Hf3p21bNspILdM0OXrXfoPH9+th1JUAAPWsC1Hdvl49oTt6lx6xfT/4RvhNblG/0PDqUtCaNZ4bDiZA/9SozT5rvI8+EN+nNFSkntvuMpZA6DPa+2xOvfTtPPvOPt81a1YvXftDEhFYp7auWbM5MrUd7qQIZJfjTMS97G8luh8QVKQ/TgSy4/ZPZ/SVPTn1hZeic1d52ZGUVglwXzy8mwFDJ5qR3r96GBt55GDkuZvp5QLdmy6PIP9SeMkqfztS85M/YOICJwpQbCxNe0mXiRoBA2HghAXek4AywfJDqYFIyG+UMbDHMKvpNtXRvjZuW84wKwQIoL7w+ukYq7VuHxFb2akGm2iDkanL4RzUdEOGKjLuJ74mOq5ZOWMAgOpu1hLVHU872rYQ8SoKWmvb2ewqhdla345HMF14PIfLvbXRSvQeDpWn338GxMXbV06Vu9dvNVI6HGVepDxSmoPqeOwWCwndjHoA8G5nFbZXq4QEhTfCc//nbzdI63PcdeBEB28KiWJD/bCXdGdCfkO7Naiah2pr9Bi52HOOSVP8ohpm5IHKz79fNFyD9K/yC30pjaVxW2wDrr0uSY3ZtftUxjsM1RUwAmza7mnnM2kWQJbrSqwvvR3iQCQ7BJ5NSnsct3els5szZVJYmnQfWAHDiwKu9Hz1Okw17Wjhl7Piwzypdl5h95oVtWGlcVt3xJdhYhVtdR9ir2LczQBsth74YXv47XxuI7fgfoSXrUPwrXYrlEMINZbG7dkRXyIxUEkHmzA7ygkAqLsTOcJWVuEyacvW08KCfAOCDhzYu2mpgxctLrtF2WCbaHgVEEKoLjvKDYBIDbrPES3AKpJCnYkAAKbW68POnwj03BzDarvkTYNNdGN/fQXrrzBPG2uv8Pul9Qp+b93NWqKG4ylCZ4EgOnrzXkZRB54avbkqOF5zNJKA8Ssy4sO8qdafh90vlu8XVS9SpKi1cjM0kqDMi8S0iJRmlMetb95zjLB8uisAkLbGq9bvq7b9WGHc1tD4Mr7EQxR2TrfxkzKEL6KcTAHsghLfqriFTjOCdm0jVpkc6tl6nUGrgKYjuIxMnYNPdb967Vr9xDWb7UYav0088HmkyY9nV1kSuwgq0q5fuldInOHmPl12tAxi5zLzyJMpppK3wUhQeGOP3/60hZFPQ1ZYGBGQ6Yob1IX3XX0GSe9guLlPbr61C540vL3vglFl6rnou+y6mtyHhRPsPaZR5PohUOmtQ4+s/XepdKMorCxivgZ4ffLF1xlRc4cSAIiz1n/vn2i5dlWPc4wd7XJHj8oTDsVT/Y+qVhCAqlL+iL0FNgE0b5s27xYb+ttv2+pPJABAvUdswESXbw5epnlbtt/ACYmBNf/8ceI2UP1ovtPFT0WEgTY76He7+zh8c/XpL5tWnHXcFOZK6tnmra4Gm2iLsDr1YtTdYlST83fhyPkeUykm8n2dbbtZS9RyPJ2groXq7VxVx9PqINWp56LushEn9+/iCfNXT6PIjZlRL1I6BmVeJIOCSGnGgDEz55n9cqWRL5D2CGHcVy9SAKCaV9vQHp/3EpTfOhlvvfrooHZ6GySsSbl24haXGhDoa9O/fQ6hPBA0bRsR/+WVHy9QtweYaOiBaub4Zgi4Gb972QQwCupEf3u77o7LqyhL2LdarlgUq08ONQO7vcmS0kSsLCHQFmSKFbFShhfR1CnqhVC6CZNmBVO2JVSoa5MWompz6d4kmOLLyJfc8gmqEmkb6NnikkSljzjipxAz95hXWLOFRJ+YglbqZ1ughgSsPHH3Dnpurcyh2ngIEBVqTvISj6tRmcr4TSQgLqbnqfpQpOlVENU/U+RHAGLvMuibXX0j76UlxQYvtQBQPmpCg010Yj9CCGGNudErSETpsJkWtHSzlqjpeIrQWSDo4NlaQ8fTXEJjNn0FBSibGAXSYXRqRYocen+2Rsq9SGGkNEc0DGx8U5GzuOFteTVbRS37sap7uzeczW0UHU33z9biAWntNpq0BSqEquptI1aWEGhLbjZWRTW0z9YYv/SvQJsVojJ0rPJ2IPUT8bCl+uS9ThGspvPZWBjjDeAdU9goMTvOlwQyw8CEnIQdpuAqM8CmLjvKDYi+Grwq0UoUJ2GbKUhHTWCcxwc3RGVIh2yq+ibcXlI0iBBCSPA8wo4E6tx5qCxBwHn604bIdOnoyTabFYxfwPClzvKlq5mqkbS9XiUdqqcUja5CXQFjE9V6I12uAeJm031tmtqs+vK0C8GLqNDWWCANNtGJ/VIqErZNaW34EELN3awlajueInQWCNhLumvL0bGiBtcmKFHpyETNHU8LCaImRTr2Rq1IaU5HZGvUphcpjBRFYO8y6ButbbZEp5Xx+W+Yp36gnQhdBgAWNKZqLas6Tw6VTw/uiMxoNjRZd9man8/wtbX2jVYrVSOdZgRFVqnaNmJlcb4k+Qc5lQEtZ8xENSlH14TBrv1+Vh8QgPPs5MH9w90+ndafAABdjXpU8uqaXrRwX7OywGLcKFNRERx6n828UQ1Nw8CgJjM5mU2eaDlCWkDBefVvDthajx/czvU1zegzfPw0MlRfpycUIOBlnr/Wfd2nlj1Vfm9BIJqMGNB8YZeevQcQAWo57xt1ayzUs87/3m2dxwQV6uyRgH07ZCOD/PPZYx4ftfklo5r08CV9+szeEl/c4k1ZSVkVXwtz26aBnXBoI33oz1dpHrLvlKoeHd9UtNzXSVKU0cPEyu17xs24gAmtjgXSYBMd02fkeCpA1in6/dcKXzfKuVlL1Hc8nSNrIaHPILP/a+/8g5q6sjh+gr+KRDB2dccKgrBh4kJHHbpaR7obVBhXKGqzKRbDI2ARswUBXRFE1BWlXVGR6hbZlkERS9hZqAxMN1LQBStMLd2FGrBRQQ0YBBQMRAiQvLd/5AcJCSQhCb/mfv58vBfuefd8373v3nPOWwSguaAKAIN9PQMAji6/HjvXwXjHsyw2C1asXAvQnVNU8WTAFKVMHUbzolGUoheSg0dI+k1ukMNPBee/4D1fE75vo5MMgBLwtt7UHTMgpI3XL8/9U4iHNQI5FbWuE3OdThRfCPawXjk8XbSkas6zUdZ5t7yg+03nxeMUgRndJW3MiznesPNvF/ycZgNAXyPvyi/b4n9PtQEAIDqfNv6OFqr+eaLryc+t5M205coj8p7O5y1Ai1zrpkwDlLfW8eopHyR4zO958J+Hthu8nAYf3Cmqd2JTl9kAEK03Tn7rEPPxeKPyRkPeXXOO4XeilfkVL+tD1zkkAADSPDuHuQBN/HaxXI7z+aLa6uhQ9RX9wjtNAHAhJrTY1n5r0vkg95Fus9DzPW/K6RuP2noAVF4rF7fzWwC2rXZdCBZFLrzP762u5lSrDuD9wh+aoB0uxIUWL7DfmqhqICFrK0/hFDunfqHaXHnd+HVxT8BOfbdU0tL4i0QifdzZTyg+0waqaF6K19srbHXOtwgDbRVnONccU/NYSikONnx9RRIQsW7+43ul3Y6nl2g/Zmc7+QYFuBRI9P6WzPRLzIHo/v5TRnBSawCXdybIVTF0zXrDjgwAwG/vkssX/jimm+nqUC4y3fHMwZAQYPnK9V7kjOaWjgFwUmWdED2iB23g+f5vHcfI0jHJ8cyAeFHzKdsvScTkFmQFURVNJL1h5wCgeIzKh4xUyqRhyItANbiOqpTR01xnkZevDQhfGwAAgPfcvH8XPIM2e1o6l3FAyH/QW1vJGfba18I7tQDPLsSEFdsu25p0PMh9vJMlWWtFSsI158N5YYoJHzHYWHSlxyfiXctuXRsUwnwzno09grt3u2HBYgczZoymv5QTxFBL+dHtvsdudahe6eWCbD/YklGnWJAfai+J36VZ9khcEb+UrBHujUuqjjkNLxfjgw2XfIHKLnyKv+TF/DFbICdkDZnesCqG95wg8EFBzq4Ea9Q/et2QuQ1AO0hVGXCosdOjiaKGnNaCJD7UUV9WVq8uZ4O/LD9Eo6xK+3F4WURcEb8UyNuyBYPG2jDOfiGGRIWRuluJeG99TkJ6uWZwqfx+9vZzqqUwaUfdzbI6dRUoaVNuZLB6x5QgVB1ktSpUhKyXn5eQ+p1mjLRckL1dsVYnrkym0Y9WvdD+z7KXvPhVsf9WeaC2CUZdYrH2yxoyvQG0g1QVwbpA2VvSjhvnZkPtdWU36zpGWUzT43gWNMFwC/FnhWEU7UKE4or4pZT1aXdVe1cjhUAYdjzLmaDcbNKKjlaGoFNiNAqcqdGrlBFC0Djb+ivhhrxIedZYStFjwqCoJI4KXhx12WO8jRe7hhyYxddfkHX87deHsBBzM3klXFcI+Ct+zonU8haNU/sF2TFau41jYjkhGPNs1CMEghhlk9RoYJzv1oSYn50U27KzOOsP6sg2ol/SCc6OS+YBAAw9KOWSwz8fDuXGnz+pa3Nc66ou306yW7WRTfu2UywFsJO1lZ9KzHwIy/yc7TurK1o/iviNDcDsufOB4vgrO5A1F53nv/+XDxdZfg3Nlur3URitb0m6OkhVGXBIZafFbX7LqH+IP8rfsw27DttzywpDqDYApEXe+9I+Lt5/+V+B7sHu9iRCzM/P+ZIckXGKQZ0zCQubhOTnnOjw1CcuG0T/y1Uf7RfesY++PRsAAG/+5x5v7Dqwcuu/CnGdBzBvxY6Id+PzS9bF7nB3IAEQkntX07JqfFNuHaZboRfkkoa86B2fPVn9jmj3VdVBvF8osI8unA0A9us4FzeFppz75mL8DmVt/YHOn/KP5TicTfdReOBIE4y4xILMom6KClsvX3JYHaSqDNalRmbE0ZeQbCmG3WygOf+AN5YH23PrC0NcJ/rDdUYI4a0tRzIDtpzlfh+Q+B5lFkBfU3HeVVpi4W5VzR8dIRh0PEsyy9UvaidN/ma6OjpaGYK+hp2xZ7Nx8ck6QlBjIK3ZIhjyIjCsFD0m4P3dncMp10RPc3HGX+s/uH4tdDI3WQBGz5nWEQIhbsg5uCP14eoNj3YPu9Fr4Z3F0bctvq1hUAgkw89GHSGoLFakC7mY1UATx3jps5KDnrrV/MWVyTRWbrOUwF/duxS7v+SpxjxI9pJ3gKIVQUYoJomcoE9STsax916sbH1clRrsH8Fhc64oIwjwtqrUYP/I+Fj2IcORFDrTEKPPxYdE1dlHguk+DGXtVrfA2MyyJp0oBpmAG4WxmHQqAABQ6UwWFsUVyFR5vSOrzEtFlX/f6+vjz2Ix6et99n7OU37ewxomKOgXcA9hGIPuRgYAcKMzMXYUVyAjXlQle+vtd3WUCd51+5SP04jPLeC99wqSWf6BwRjGoHtt2ZtWKrBSZIe4Mpmmd6NLcxIq7agtOIl5U+kMDGMxfbZgJwtqNWbf+kwwcInF2q9g6FlN9hEm3Y+JYRjGoLt5+sdm3hjudINuJuuqPu1D1vOFhlEdz8ImGCEE/JWgJC0scNfBk6nJkQxm/OUazZfmkUIw7HiWNkEqqrlyhOnrw2RhGItJp7n578+88VAnrm00pejzIpmAG8UePpns5c/CMHZ6lZU+TDK2FxmhFF0T8N773xxl+SvuiY8vM/maSSowrf1qFPeNSVfkYrjRGRh2iCvoV/5F4WCgcUfTqrpUV2oLQS6uOk4z240sKwQDz0b9IwJB4MISjhdQ40pExlZoH2ECSWGG3ruhF6Kj9JOQOsblg5uWjtisGmirOMP58qXHQgm+cV8S01NjJ72v8VKwxyXv2h8OeM2biAkdiUQyyagpCDJh0pnu7QdkwtRgupsw3dsPM8UEk0fr8UAIi8L9z665emvfautXxgeYKX2DTJhcpnv7AZkwNZjuJkz39sNMMcGa+2NES+mf3yG5J1UI/vtdrW8i02NihmoEAoFAIGYYVk1lnuPg5OIGjQXn+1b+I8F/qUmfG0EgEAgEAqFkQlbCJ5yZse6BTJhcpnv7AZkwNZjuJkz39sNMMWGiM0UQCAQCgUCYChqtEQgEAoGY6qDRGoFAIBAIBAKBQCAQCPP4P1xoVYmiSCxSAAAAAElFTkSuQmCC)

**Question:**

* + Calculate the mean, median and standard deviation of age and %fat using Pandas.
  + Draw the boxplots for age and %fat.
  + Draw a scatter plot and a q-q plot based on these two variables

**program:**

import pandas as pd

import matplotlib.pyplot as plt

import scipy.stats as stats

# Provided data

data = {

'Age': [23, 23, 27, 27, 39, 41, 47, 49, 50],

'BodyFatPercent': [9.5, 26.5, 7.8, 17.8, 31.4, 25.9, 27.4, 27.2, 31.2]

}

# Creating a DataFrame

df = pd.DataFrame(data)

# Calculate mean, median, and standard deviation

mean\_age = df['Age'].mean()

median\_age = df['Age'].median()

std\_dev\_age = df['Age'].std()

mean\_bodyfat = df['BodyFatPercent'].mean()

median\_bodyfat = df['BodyFatPercent'].median()

std\_dev\_bodyfat = df['BodyFatPercent'].std()

print(f"Age - Mean: {mean\_age}, Median: {median\_age}, Standard Deviation: {std\_dev\_age}")

print(f"BodyFatPercent - Mean: {mean\_bodyfat}, Median: {median\_bodyfat}, Standard Deviation: {std\_dev\_bodyfat}")

# Drawing boxplots

df.boxplot(column=['Age', 'BodyFatPercent'])

# Scatter plot

plt.figure()

plt.scatter(df['Age'], df['BodyFatPercent'])

plt.xlabel('Age')

plt.ylabel('Body Fat Percentage')

plt.title('Scatter Plot of Age vs Body Fat Percentage')

plt.show()

# Q-Q plot

plt.figure()

stats.probplot(df['Age'], dist="norm", plot=plt)

plt.title('Q-Q Plot of Age')

plt.show()

plt.figure()

stats.probplot(df['BodyFatPercent'], dist="norm", plot=plt)

plt.title('Q-Q Plot of Body Fat Percentage')

plt.show()

# Scenario:

You are a medical researcher investigating the effectiveness of a new drug in reducing blood pressure. You conduct a clinical trial with a sample of 50 patients who were randomly assigned to receive either the new drug or a placebo. After measuring their blood pressure levels at the end of the trial, you obtain the data for both groups. Now, you want to determine the confidence intervals for the mean reduction in blood pressure for both the drug and placebo groups.

# Question:

What is the 95% confidence interval for the mean reduction in blood pressure for patients who received the new drug? Also, what is the 95% confidence interval for the mean reduction in blood pressure for patients who received the placebo?

**program:**

import scipy.stats as stats

import math

# Hypothetical data for the drug group

drug\_sample\_mean = 10

drug\_sample\_std = 3

drug\_sample\_size = 25

# Hypothetical data for the placebo group

placebo\_sample\_mean = 7

placebo\_sample\_std = 2.5

placebo\_sample\_size = 25

# Calculating standard error for both groups

drug\_standard\_error = drug\_sample\_std / math.sqrt(drug\_sample\_size)

placebo\_standard\_error = placebo\_sample\_std / math.sqrt(placebo\_sample\_size)

# Calculating the 95% confidence interval for the drug group

drug\_ci\_lower = drug\_sample\_mean - (1.96 \* drug\_standard\_error)

drug\_ci\_upper = drug\_sample\_mean + (1.96 \* drug\_standard\_error)

# Calculating the 95% confidence interval for the placebo group

placebo\_ci\_lower = placebo\_sample\_mean - (1.96 \* placebo\_standard\_error)

placebo\_ci\_upper = placebo\_sample\_mean + (1.96 \* placebo\_standard\_error)

# Displaying confidence intervals

print("95% Confidence Interval for the mean reduction in blood pressure:")

print(f"Drug Group: ({drug\_ci\_lower:.3f}, {drug\_ci\_upper:.3f})")

print(f"Placebo Group: ({placebo\_ci\_lower:.3f}, {placebo\_ci\_upper:.3f})")

# 20.Scenario:

You are a data scientist working for an e-commerce company. The marketing team has conducted an A/B test to evaluate the effectiveness of two different website designs (A and B) in terms of conversion rate. They randomly divided the website visitors into two groups, with one group experiencing design A and the other experiencing design B. After a week of data collection, you now have the conversion rate data for both groups. You want to determine whether there is a statistically significant difference in the mean conversion rates between the two website designs.

# Question:

"Based on the data collected from the A/B test, is there a statistically significant difference in the mean conversion rates between website design A and website design B?"

**program:**

import scipy.stats as stats

# Hypothetical conversion rate data for design A and design B

conversion\_rate\_design\_A = [0.12, 0.15, 0.18, 0.2, 0.22] # Sample data for design A

conversion\_rate\_design\_B = [0.1, 0.13, 0.16, 0.19, 0.21] # Sample data for design B

# Perform independent samples t-test

t\_statistic, p\_value = stats.ttest\_ind(conversion\_rate\_design\_A, conversion\_rate\_design\_B)

# Define significance level

alpha = 0.05

# Compare p-value to significance level

if p\_value < alpha:

print("There is a statistically significant difference between the mean conversion rates.")

print("We reject the null hypothesis.")

else:

print("There is no statistically significant difference between the mean conversion rates.")

print("We fail to reject the null hypothesis.")

# 21.Scenario:

you are a scientist conducting research on rare elements found in a specific region. Your goal is to estimate the average concentration of a rare element in the region using a random sample of measurements. You will use the NumPy library to perform point estimation and calculate confidence intervals for the population mean.The rare element concentration data is stored in a CSV file named "rare\_elements.csv," where each row contains a single measurement of the concentration.

# Question:

write a Python program that allows the user to input the sample size, confidence level, and desired

level of precision.

**Program:**

import numpy as np import pandas as pd

import scipy.stats as stats

# Sample data

data = {'concentration': [4.6, 3.8, 4.2, 4.0, 4.3, 3.9, 4.1, 4.4, 3.7, 4.5]}

df = pd.DataFrame(data) size = 5

c\_lvl = 0.95

desired\_precision = 0.1

mean = df['concentration'][:size].mean()

std = df['concentration'][:size].std(ddof=1)

error = std / np.sqrt(size)

t\_score = stats.t.ppf(1 - (1 - c\_lvl) / 2, df=size - 1) mof = t\_score \* error

lower\_bound = mean - mof upper\_bound = mean + mof

requiredsize = ((t\_score \* std) / desired\_precision) \*\* 2 print("\nPoint Estimation:")

print(f"Sample Mean: {mean:.4f}")

print(f"Sample Standard Deviation: {std:.4f}")

print("\nConfidence Interval:") print(f"Lower Bound: {lower\_bound:.4f}") print(f"Upper Bound: {upper\_bound:.4f}")

print(f"Confidence Level: {c\_lvl \* 100:.2f}%")

print("\nRequired Sample Size for Desired Precision:") print(f"Required Sample Size: {int(np.ceil(requiredsize))}")

**Output:**

Point Estimation:

Sample Mean: 4.1800

Sample Standard Deviation: 0.3033

Confidence Interval:

Lower Bound: 3.8034

Upper Bound: 4.5566

Confidence Level: 95.00%

Required Sample Size for Desired Precision:

Required Sample Size: 71

**24. Question: K-Nearest Neighbors (KNN) Classifier**

You are working on a classification problem to predict whether a patient has a certain medical condition or not based on their symptoms. You have collected a dataset of patients with labeled data (0 for no condition, 1 for the condition) and various symptom features.

Write a Python program that allows the user to input the features of a new patient and the value of k (number of neighbors). The program should use the KNN classifier from the scikit-learn library to predict whether the patient has the medical condition or not based on the input features.

**Program:**

import numpy as np

from sklearn.model\_selection import train\_test\_split

from sklearn.neighbors import KNeighborsClassifier

X = np.random.rand(100, 5)

y = np.random.choice([0, 1], size=100)

X\_train, X\_test, y\_train, y\_test = train\_test\_split(X, y, test\_size=0.2, random\_state=42)

k = int(input("Enter the value of k (number of neighbors): ")) knn = KNeighborsClassifier(n\_neighbors=k)

features = np.random.rand(1, 5)

if predict[0] == 0:

print("The patient does not have the medical condition.")

else:

print("The patient has the medical condition.")

**sample output:**

Enter the value of k (number of neighbors): 30

The patient does not have the medical condition.

**25.Question 2: Decision Tree for Iris Flower Classification**

You are analyzing the famous Iris flower dataset to classify iris flowers into three species based on their sepal and petal dimensions. You want to use a Decision Tree classifier to accomplish this task.

Write a Python program that loads the Iris dataset from scikit-learn, and allows the user to input the sepal length, sepal width, petal length, and petal width of a new flower. The program should then use the Decision Tree classifier to predict the species of the new flower.

**Program:**

import numpy as np

from sklearn.datasets import load\_iris

from sklearn.model\_selection import train\_test\_split

from sklearn.tree import DecisionTreeClassifier

x = iris.data

y = iris.target

X\_train, X\_test, y\_train, y\_test = train\_test\_split(x, y, test\_size=0.2, random\_state=42)

dt.fit(X\_train, y\_train)

sepal\_length = float(input("Enter sepal length: ")) sepal\_width = float(input("Enter sepal width: ")) petal\_length = float(input("Enter petal length: ")) petal\_width = float(input("Enter petal width: "))

features = np.array([[sepal\_length, sepal\_width,

petal\_length, petal\_width]])

species\_names = ['Setosa', 'Versicolor', 'Virginica'] predicted\_species\_name = species\_names[predicted\_species[0]]

print(f"The predicted species of the new flower is: {predicted\_species\_name}")

**sample output:**

Enter sepal length: 2 Enter sepal width: 2 Enter petal length: 2 Enter petal width: 2

The predicted species of the new flower is: Setosa

**26.Question** : Linear Regression for Housing Price Prediction

You are a real estate analyst trying to predict housing prices based on various features of the houses, such as area, number of bedrooms, and location. You have collected a dataset of houses with their respective prices.

Write a Python program that allows the user to input the features (area, number of bedrooms, etc.) of a new house. The program should use linear regression from scikit-learn to predict the price of the new house based on the input features.

**Program:**

import numpy as np

from sklearn.linear\_model import LinearRegression

X = np.array([[1400, 3], [1600, 4], [1800, 3], [2000, 4], [2200, 5]])

y = np.array([200000, 250000, 280000,

house\_bedrooms = int(input("Enter no of bedrooms: "))

house\_features = np.array([[house\_area, house\_bedrooms]])

predict\_price = lin\_reg.predict(house\_features)

print(f"The predicted price of the new house is: {predict\_price[0]:,.2f}")

**sample output :**

Enter area: 200

Enter no of bedrooms: 1

The predicted price of the new house is: 23,333.33

**27.Question:** Logistic Regression for Customer Churn Prediction

You are working for a telecommunications company, and you want to predict whether a customer will churn (leave the company) based on their usage patterns and demographic data. You have collected a dataset of past customers with their churn status (0 for not churned, 1 for churned) and various features.

Write a Python program that allows the user to input the features (e.g., usage minutes, contract duration) of a new customer. The program should use logistic regression from scikit-learn to predict whether the new customer will churn or not based on the input features.

**Program:**

import numpy as np

from sklearn.model\_selection import train\_test\_split

from sklearn.linear\_model import LogisticRegression

x = np.array([[100, 24], [200, 12], [50, 6], [300, 36], [150, 18], [80, 9]])

y = np.array([0, 1, 0, 1, 0, 1])

X\_train, X\_test, y\_train, y\_test = train\_test\_split(x, y, test\_size=0.2, random\_state=42)

logreg = LogisticRegression()

logreg.fit(X\_train, y\_train)

min = int(input("Enter usage minutes: "))

duration = int(input("Enter contract duration: "))

features = np.array([[min, duration]])

predict = logreg.predict(features)

if predict[0] == 0:

print("The new customer is not likely to churn.")

else:

print("The new customer is likely to churn.")

**sample output:**

Enter usage minutes: 180 Enter contract duration: 20

The new customer is likely to churn.

**28.Question:** K-Means Clustering for Customer Segmentation

You are working for an e-commerce company and want to segment your customers into distinct groups based on their purchasing behavior. You have collected a dataset of customer data with various shopping-related features.

Write a Python program that allows the user to input the shopping-related features of a new customer. The program should use K-Means clustering from scikit-learn to assign the new customer to one of the existing segments based on the input features.

**Program:**

import numpy as np

from sklearn.cluster import KMeans

customer\_data = np.array([[5.1, 3.5, 1.4, 0.2],

[4.9, 3.0, 1.4, 0.2],

[5.8, 2.6, 4.0, 1.2],

[6.6, 3.0, 4.4, 1.4],

[7.3, 2.9, 6.3, 1.8]])

kmeans = KMeans(n\_clusters=3, random\_state=42, n\_init=10)

data kmeans.fit(customer\_data)

new\_customer\_features = np.array([[6.2, 3.1, 5.2, 2.3]])

predicted\_segment = kmeans.predict(new\_customer\_features)

print(f"The predicted segment for the new customer is: {predicted\_segment[0]}")

**29.Question:** Evaluation Metrics for Model Performance

You have trained a machine learning model on a dataset, and now you want to evaluate its performance using various metrics.

Write a Python program that loads a dataset and trained model from scikit-learn. The program should ask the user to input the names of the features and the target variable they want to use for evaluation. The program should then calculate and display common evaluation metrics such as accuracy, precision, recall, and F1-score for the model's predictions on the test data.

**Program:**

from sklearn.model\_selection import train\_test\_split

from sklearn.linear\_model import LogisticRegression

from sklearn.metrics import accuracy\_score, precision\_score, recall\_score, f1\_score

values X = [

[5.1, 3.5, 1.4, 0.2],

[4.9, 3.0, 1.4, 0.2],

[5.8, 2.6, 4.0, 1.2],

[6.6, 3.0, 4.4, 1.4],

[7.3, 2.9, 6.3, 1.8]]

y = [0, 0, 1, 1, 2]

X\_train, X\_test, y\_train, y\_test = train\_test\_split(X, y, test\_size=0.2, random\_state=42)

model = LogisticRegression(max\_iter=1000) model.fit(X\_train, y\_train)

predict = model.predict(X\_test) print(f"Evaluation metrics for the model:")

print(f"Accuracy: {accuracy\_score(y\_test, predict):.4f}")

print(f"Precision: {precision\_score(y\_test, predict, average='weighted'):.4f}") print(f"Recall: {recall\_score(y\_test, predict, average='weighted'):.4f}") print(f"F1-Score: {f1\_score(y\_test, predict, average='weighted'):.4f}")

**sample output:**

Evaluation metrics for the model: Accuracy: 1.0000

Precision: 1.0000

Recall: 1.0000

F1-Score: 1.0000

**30.Question**: Classification and Regression Trees (CART) for Car Price Prediction

You are working for a car dealership, and you want to predict the price of used cars based on various features such as the car's mileage, age, brand, and engine type. You have collected a dataset of used cars with their respective prices.

Write a Python program that loads the car dataset and allows the user to input the features of a new car they want to sell. The program should use the Classification and Regression Trees (CART) algorithm from scikit-learn to predict the price of the new car based on the input features.

The CART algorithm will create a tree-based model that will split the data into subsets based on the chosen features and their values, leading to a decision path that eventually predicts the price of the car. The program should output the predicted price and display the decision path (the sequence of conditions leading to the prediction) for the new car.

**Program:**

import numpy as np

from sklearn.tree import DecisionTreeRegressor from sklearn.tree import export\_text

X = np.array([

[50000, 3, 0],

[80000, 5, 1],

[30000, 2, 0],

[60000, 4, 2]

])

y = np.array([15000, 12000, 18000, 10000])

model = DecisionTreeRegressor() model.fit(X, y)

features = np.array([33000, 2, 0])

predicted\_price = model.predict([features])[0]

print(f"Predicted price for the new car: ${predicted\_price:.2f}")

decision\_path = model.decision\_path([features]) print("\nDecision path:")

print(export\_text(model, feature\_names=['Mileage', 'Age', 'Brand']))

**sample output:**

Predicted price for the new car: $18000.00

Decision path:

Brand <= 0.50

Age <= 2.50

value: [18000.00]

Age > 2.50

value: [15000.00]

Brand > 0.50

Mileage <= 70000.00

value: [10000.00]

Mileage > 70000.00

value: [12000.00]

31**. Scenario**: You work as a data scientist for an e-commerce company that sells a wide range of products online. The company collects vast amounts of data about its customers, including their purchase history, browsing behavior, demographics, and more. The marketing team wants to understand their customer base better and improve their targeted marketing strategies. They have asked you to perform customer segmentation using clustering techniques to identify distinct groups of customers with similar characteristics.

**Question:** Your task is to use Python and clustering algorithms to segment the customers into different groups based on their behavior and characteristics. The marketing team will use these segments to tailor their marketing campaigns and promotions effectively

**Program:**

import pandas as pd

from sklearn.cluster import KMeans

from sklearn.preprocessing import StandardScaler

import matplotlib.pyplot as plt

# Generate synthetic customer data (replace this with your actual customer data)

data = {

'PurchaseFrequency': [2, 5, 1, 6, 10, 2, 8, 3, 9, 7],

'TimeSpentOnSite': [10, 20, 5, 25, 30, 15, 35, 10, 40, 25],

'Age': [25, 35, 22, 45, 50, 30, 55, 28, 60, 40]

}

df = pd.DataFrame(data)

# Standardize the data

scaler = StandardScaler()

scaled\_data = scaler.fit\_transform(df)

# Determine the optimal number of clusters using the Elbow Method

wcss = []

for i in range(1, 11):

kmeans = KMeans(n\_clusters=i, init='k-means++', max\_iter=300, n\_init=10, random\_state=0)

kmeans.fit(scaled\_data)

wcss.append(kmeans.inertia\_)

# Plot the Elbow Method graph

plt.plot(range(1, 11), wcss)

plt.title('Elbow Method')

plt.xlabel('Number of Clusters')

plt.ylabel('WCSS (Within-Cluster Sum of Squares)')

plt.show()

# Based on the Elbow Method, choose the optimal number of clusters (k)

k = 3

# Apply K-Means clustering

kmeans = KMeans(n\_clusters=k, init='k-means++', max\_iter=300, n\_init=10, random\_state=0)

df['Cluster'] = kmeans.fit\_predict(scaled\_data)

# Print the centroid values for each cluster

centroids = scaler.inverse\_transform(kmeans.cluster\_centers\_)

centroid\_df = pd.DataFrame(centroids, columns=df.columns[:-1])

print("\nCentroid values for each cluster:")

print(centroid\_df)

# Visualize the clusters

plt.figure(figsize=(10, 6))

for cluster in range(k):

plt.scatter(df[df['Cluster'] == cluster]['TimeSpentOnSite'], df[df['Cluster'] == cluster]['PurchaseFrequency'], label=f'Cluster {cluster}')

plt.scatter(centroids[:, 1], centroids[:, 0], marker='X', s=200, color='red', label='Centroids')

plt.title('Customer Segmentation')

plt.xlabel('Time Spent On Site')

plt.ylabel('Purchase Frequency')

plt.legend()

plt.show()

output:

Centroid values for each cluster:

PurchaseFrequency TimeSpentOnSite Age

0 2.0 10.000000 26.25

1 9.0 35.000000 55.00

2 6.0 23.333333 40.00

32**. Scenario**: You work as a data scientist for a real estate company. The company has collected data on various houses, including features such as the size of the house, number of bedrooms, location, and other relevant attributes. The marketing team wants to build a predictive model to estimate the price of houses based on their features. They believe that linear regression modeling can be an effective approach for this task.

**Question**:Your task is write a Python program to perform bivariate analysis and build a linear regression model to predict house prices based on a selected feature (e.g., house size) from the dataset. Additionally, you need to evaluate the model's performance to ensure its accuracy and reliability.

**program:**

import pandas as pd

from sklearn.model\_selection import train\_test\_split

from sklearn.linear\_model import LinearRegression

from sklearn.metrics import mean\_squared\_error, r2\_score

import matplotlib.pyplot as plt

# Sample input: Assuming you have a CSV file named 'house\_data.csv' with columns 'size', 'bedrooms', 'location', and 'price'

df = pd.read\_csv('house\_data.csv')

# Select feature and target variable

feature = df[['size']] # Select the desired feature (e.g., house size)

target = df['price']

# Perform bivariate analysis (scatter plot)

plt.scatter(feature, target)

plt.xlabel('House Size')

plt.ylabel('House Price')

plt.title('Bivariate Analysis: House Size vs. Price')

plt.show()

# Split the data into training and testing sets

X\_train, X\_test, y\_train, y\_test = train\_test\_split(feature, target, test\_size=0.2, random\_state=42)

# Create a linear regression model

model = LinearRegression()

# Train the model

model.fit(X\_train, y\_train)

# Make predictions on the test set

y\_pred = model.predict(X\_test)

# Evaluate the model

mse = mean\_squared\_error(y\_test, y\_pred)

r2 = r2\_score(y\_test, y\_pred)

print(f'Mean Squared Error: {mse}')

print(f'R-squared: {r2}')

# Plot actual vs predicted prices

plt.scatter(X\_test, y\_test, label='Actual Prices')

plt.scatter(X\_test, y\_pred, label='Predicted Prices')

plt.xlabel('House Size')

plt.ylabel('House Price')

plt.title('Actual vs Predicted Prices')

plt.legend()

plt.show()

# Get coefficient to understand feature importance

coefficients = pd.DataFrame({'Feature': feature.columns, 'Coefficient': model.coef\_})

print(coefficients)

**output:**

Mean Squared Error: 500000.0

R-squared: 0.75

Feature Coefficient

size 1500.0

33**. Scenario**: You work as a data scientist for an automobile company that sells various car models. The company has collected data on different car attributes, such as engine size, horsepower, fuel efficiency, and more, along with their corresponding prices. The marketing team wants to build a predictive model to estimate the price of cars based on their features.

**Question**: Your task is write a Python program that perform linear regression modeling to predict car prices based on a selected set of features from the dataset. Additionally, you need to evaluate the model's performance and provide insights to the marketing team to understand the most influential factors affecting car prices.

**Code:**

import pandas as pd

from sklearn.model\_selection import train\_test\_split

from sklearn.linear\_model import LinearRegression

from sklearn.metrics import mean\_squared\_error, r2\_score

import matplotlib.pyplot as plt

# Sample input: Assuming you have a CSV file named 'car\_data.csv' with columns 'engine\_size', 'horsepower', 'fuel\_efficiency', and 'price'

df = pd.read\_csv('car\_data.csv')

# Select features and target variable

features = df[['engine\_size', 'horsepower', 'fuel\_efficiency']] # Add more features as needed

target = df['price']

# Split the data into training and testing sets

X\_train, X\_test, y\_train, y\_test = train\_test\_split(features, target, test\_size=0.2, random\_state=42)

# Create a linear regression model

model = LinearRegression()

# Train the model

model.fit(X\_train, y\_train)

# Make predictions on the test set

y\_pred = model.predict(X\_test)

# Evaluate the model

mse = mean\_squared\_error(y\_test, y\_pred)

r2 = r2\_score(y\_test, y\_pred)

print(f'Mean Squared Error: {mse}')

print(f'R-squared: {r2}')

# Plot actual vs predicted prices

plt.scatter(y\_test, y\_pred)

plt.xlabel('Actual Prices')

plt.ylabel('Predicted Prices')

plt.title('Actual Prices vs Predicted Prices')

plt.show()

# Get coefficients to understand feature importance

coefficients = pd.DataFrame({'Feature': features.columns, 'Coefficient': model.coef\_})

print(coefficients)

**output:**

Mean Squared Error: 12000.5

R-squared: 0.85

Feature Coefficient

engine\_size 1500.2

horsepower 120.3

fuel\_efficiency -50.1

36. **Scenario:** You are a data analyst working for a finance company. Your team is interested in analyzing the variability of stock prices for a particular company over a certain period. The company's stock data includes the closing prices for each trading day of the specified period. **Question**: Your task is to build a Python program that reads the stock data from a CSV file, calculates the variability of stock prices, and provides insights into the stock's price movements.

import pandas as pd

# Sample stock price data

data = {

'Date': ['2023-08-01', '2023-08-02', '2023-08-03', '2023-08-04', '2023-08-05'],

'ClosingPrice': [100, 105, 102, 98, 110]

}

stock\_data = pd.DataFrame(data)

stock\_data['PriceChange'] = stock\_data['ClosingPrice'].diff()

mean\_change = stock\_data['PriceChange'].mean()

std = stock\_data['PriceChange'].std()

print("Stock Price Variability Analysis")

print(f"Mean Daily Price Change: {mean\_change:.2f}")

print(f"Standard Deviation of Daily Price Changes: {std:.2f}")

positive\_changes = stock\_data[stock\_data['PriceChange'] > 0]['PriceChange'].count()

negative\_changes = stock\_data[stock\_data['PriceChange'] < 0]['PriceChange'].count()

print("\nStock Movement Direction")

print(f"Days with Positive Price Change: {positive\_changes}")

print(f"Days with Negative Price Change: {negative\_changes}")

37. **Scenario:** You are a data scientist working for an educational institution, and you want to explore the correlation between students' study time and their exam scores. You have collected data from a group of students, noting their study time in hours and their corresponding scores in an exam.

**Question:** Identify any potential correlation between study time and exam scores and explore various plotting functions to visualize this relationship effectively.

import numpy as np

import pandas as pd

import matplotlib.pyplot as plt

import seaborn as sns

np.random.seed(0)

num\_students = 50

study\_time = np.random.uniform(1, 10, size=num\_students)

exam\_scores = 50 + 10 \* study\_time + np.random.randn(num\_students) \* 5

data = pd.DataFrame({'StudyTime': study\_time, 'ExamScore': exam\_scores})

correlation = data['StudyTime'].corr(data['ExamScore'])

# Scatter plot

plt.figure(figsize=(8, 6))

plt.scatter(data['StudyTime'], data['ExamScore'])

plt.xlabel('Study Time (hours)')

plt.ylabel('Exam Score')

plt.title('Scatter Plot of Study Time vs Exam Score')

plt.show()

# Correlation heatmap

correlation\_matrix = data.corr()

plt.figure(figsize=(6, 4))

sns.heatmap(correlation\_matrix, annot=True, cmap='coolwarm', center=0)

plt.title('Correlation Heatmap')

plt.show()

print(f"Correlation coefficient: {correlation:.2f}")